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Abstract

In this paper we extract latent factors from a large cross-section of commodity prices, including
fuel and non-fuel commodities. We decompose each commodity price series into a global (or
common) component, block-specific components and a purely idiosyncratic shock. We find
that the bulk of the fluctuations in commodity prices is well summarised by a single global
factor. This global factor is closely related to fluctuations in global economic activity and its
importance in explaining commodity price variations has increased since the 2000s, especially

for oil prices.
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Non-technical summary

In this paper we analyse the degree of co-movement in international commodity returns by
studying a broad range of commodities that are representative of the global market. In doing
S0, we estimate a dynamic factor model with a block structure to decompose each commodity
price series into a global (or common) component, block-specific components related to specific
commodity markets and a purely idiosyncratic shock. The distinction between global, block-
specific and idiosyncratic components allows for the presence of shocks of different nature,
having distinct consequences on the cross-correlation between commodity prices.

We find that there is a single global factor driving the bulk of commodity price fluctuations.
The global factor is persistent and follows the major expansion and contraction phases in the
international business cycle with the largest declines following recession periods. It is also
strongly related to measures of economic activity, suggesting a close link with demand fac-
tors. This is further corroborated by the fact that the global factor has homogenous effects on
all markets and hence limited effects on relative prices. Since the start of the new millennium,
the relevance of the global factor has increased, especially for oil. We compute model-based
historical decompositions of commodity price changes and we find that the global factor ex-
plains a large fraction of commodity price fluctuations during episodes typically associated
with changes in global demand conditions, such as the world economic expansion that started
around 2003 and the steep contraction during the Great Recession. By contrast, block com-
ponents explain most of the fluctuations in commodity prices during episodes conventionally
associated with supply or other commodity-specific shocks.

We perform an out-of-sample validation of the model. We find that the factor model
performs well in forecasting commodity prices and indices of commodity prices, in particular

at short horizons.
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1 Introduction

Primary commodities, in the form of raw or partially processed goods, have been tradition-
ally case examples of traded goods across borders and account for a significant share of in-
ternational trade. Despite the secular decline in commodity-intensive sectors in advanced
economies, primary commodities continue to have a central role in transportation, manufac-
turing processes, and in the food supply. The fast economic expansion of emerging market
economies, in particular China, has also contributed to a rapid increase in the demand for
industrial commodities since the beginning of the new millennium.

Most primary commodities are bought and sold around the globe in well-organized mar-
kets where physical and derivative trading take place. Like stock exchanges, commodity
exchanges feature institutional and regulatory frameworks that ensure valuable protection to
commodities traders and a high level of market liquidity. This is reflected by the fact that
purely financial transactions currently outpace transactions in which physical delivery actually
occurs.

As far as financial asset returns are concerned, it has been long recognized that they
are characterised by a high degree of co-movement (see, for a recent survey, Connor and
Korajczyk (2010)). This feature is at the heart of the asset pricing theory and implies that a
few underlying factors explain the bulk of the fluctuations in asset returns. Recently, Miranda-
Agrippino and Rey (2015) also find evidence of international co-movement in the returns of
a large panel of risky assets. A few research studies, as well as more informal narratives,
indicate that there are also commonalities in international commodity prices. The presence of
strong co-movement among prices of a broad range of seemingly-unrelated commodities might
seem puzzling, given that there are many specific factors affecting supply and demand in each
market. Pindyck and Rotemberg (1990) described the phenomenon as “excess co-movement”
among commodity prices.

In this paper we analyse the degree of co-movement in international commodity returns by
studying a broad range of commodities that are representative of the global market. In doing
so, we estimate a dynamic factor model with a block structure to decompose each commodity
price series into a global (or common) component, block-specific components related to specific
commodity markets and a purely idiosyncratic shock. The distinction between global, local
and idiosyncratic components allows for the presence of shocks of different nature, having
distinct consequences on the cross-correlation between commodity prices.

We find that there is a single global factor driving the bulk of commodity price fluctuations.
The global factor is persistent and follows the major expansion and contraction phases in the
international business cycle with the largest declines following recession periods. It is also
strongly related to measures of economic activity, suggesting a close link with demand factors.
This is further corroborated by the fact that the global factor has homogenous effects on all

markets and hence limited effects on relative prices. Since the start of the new millennium,
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the relevance of the global factor has increased, especially for oil.

We compute model-based historical decompositions of commodity price changes and we
find that the global factor accounts for a larger fraction of commodity price fluctuations
in episodes typically associated with changes in global economic activity, such as the world
economic expansion that started around 2003 and the steep contraction during the Great Re-
cession. By contrast, block components explain most of the fluctuations in commodity prices
during episodes conventionally associated with supply or other commodity-specific shocks.
For oil prices, we found that fuel-specific factors are the main underlying sources of oil price
changes that occurred before the 2000s, such as the collapse of OPEC in 1986 and the Persian
Gulf War of 1990-1991. The structural analyses in the earlier works of Kilian and Murphy
(2014) and Kilian and Lee (2014) support this result, showing that oil-specific demand shocks
and exogenous shifts in supply were a more important determinant of the price of oil before
the 2000s.

In order to verify the robustness of the modelling strategy, we complement the in-sample
analysis by performing an out-of-sample validation of the model. Overall, we find that our
factor model performs well in forecasting commodity prices and aggregate indices of commodi-
ties, in particular at short horizons. In particular, the predictive performance of the global
factor is higher for the group of commodities for which the historical variance explained by
the global factor is larger, such as food and metals. These results are in line with other studies
— focusing on the oil market — which have also found evidence that proxies of global demand
have predictive power for oil prices (see, Baumeister and Kilian (2012)). Similarly, changes in
commodity prices indices, in particular industrial raw materials, have been proved to improve
the forecast of the price of oil, as these indices are more likely to capture shifts in the global
demand for industrial commodities (see, Alquist, Kilian and Vigfusson (2013)). In this re-
spect, our factor-based forecast is a refinement of these earlier approaches. The out-of-sample
exercise also shows that for some commodities, in particular crude oil, the predictive content
of the global factor has increased during the Great Recession.

Our paper is not the first that studies the co-movement in commodity prices (see, e.g.
Alquist and Coibion (2014), Byrne et al. (2011), West and Wong (2014), Chen et al. (2014)).
The focus of this earlier literature is different from ours for two reasons. First, these papers
have studied commodity prices in levels instead of the returns, focusing on the co-movement
at low frequencies. Second, they do not analyse simultaneously all commodity markets and
look at selected groups of commodities.

The importance of global demand has been extensively documented in the context of the oil
market (see, e.g. Barsky and Kilian (2002), Kilian (2009), Peersman and Van Robays (2009),
Bodenstein, Guerrieri and Kilian (2012), Lippi and Nobili (2012) and Aastveit, Bjorland and
Thorsrud (2015)), our paper shows that the association with global economic activity is even

stronger when looking at the common factors underlying all the commodities.
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The rest of this paper proceeds as follows. Section 2 presents the empirical analysis, the
global factor and studies the sources of commodity price fluctuations. Section 3 looks at the

predictability and the local forecasting performance of the model. Finally, Section 4 concludes.

2 Empirical analysis

2.1 Data

Our dataset includes the spot prices of 52 internationally traded commodities from different
categories: food, beverages, agricultural raw materials, metals and fuel commodities. The
source of our data is the IMF primary commodity price database. The composition of the
IMF dataset has been designed to be representative of the world economy, hence it includes
the most relevant commodities in terms of trade values. We use monthly averages of daily
prices for a sample from January 1980 to December 2015.! Since the estimation of the model
described in the next section requires covariance-stationary variables, all prices have been
taken in log differences. The data have been further standardised to have a zero sample mean
and a unit sample variance. The full list of series used in the analysis and their descriptions
are reported in Table 2. The IMF primary commodity price database also includes 10 price
indices and sub-indices, representing the major commodity sectors, constructed as weighted
averages of individual commodity prices. The weights used for constructing the indices are the
commodity trade values compared to the total world trade as reported in the UN Comtrade
database.

An interesting feature of the dataset that we will exploit later in the empirical analysis is
that indices are built to reflect different levels of aggregation; the dataset is thus characterised
by a block structure summarised in Table 1. The first or global index is constructed as a
weighted average of all commodity prices in the dataset, hence it represents a broad index of
commodity prices. This, in turn, is divided into two main block indices which are constructed
using non-fuel and fuel commodity price series, respectively. The non-fuel block can then be
broken down into two other group indices, food and beverages and industrial inputs which
are in turn divided into five other subcategories representing food, beverages, agricultural raw
materials and metals. The fuel block index contains only one subcategory, represented by an
index of crude oil prices.

It is important to note that the number of variables included in each block is not repre-
sentative of the respective shares. For instance, as shown in Table 1, 60 percent of the overall
index is represented by 6 energy commodities. The largest block is the Food and Beverages
block which includes 28 series but its share in the overall index is less than 20 percent. The

composition of the data and the presence of strong local correlation, are important for the

LA few series are not available from the beginning of the sample but start only in the 1990s. Maximum likelihood
estimates can be adopted to deal with missing data (see, Banbura and Modugno (2014)).

ECB Working Paper Series No 2112 / November 2017 5



estimation of the common factors. Simple methods, such as principal components, tend to
give more weight to categories in the panel that are over-represented. Under these conditions,
factors can be poorly estimated (Boivin and Ng (2006)) and the number of factors can be
mis-specified (Luciani, (2014)). To mitigate this problem, in practice, one might consider to
carefully select commodities before estimation in order to minimize the correlation between
idiosyncratic components (Alquist and Coibion (2015)). Alternatively, as done in this paper,
one can explicitly model the local correlation in specifying the factor model to alleviate those

concerns. This is explained in the next section.

2.2 Model and estimation

The model used here is an approximate dynamic factor model for large cross-sections. This
model provides a parsimonious representation of the dynamic co-variation among a set of
random variables. Consider an n-dimensional vector of commodity returns x; = (z1¢, ..., Tnt)’
with mean zero. Under the assumption that x; has a factor representation, each series x;
is the sum of two unobservable components, a common component - capturing the bulk of
cross-sectional co-movements - and an idiosyncratic component reflecting specific shocks or

measurement errors:

Tit = Nift + €t (1)

where f; = (fi,.., frt)l is an r-dimensional vector of common pervasive factors affecting all
commodities; \; = ()\i17,,,)\i,ﬂ)l is a vector of factor loadings where each of the element in \;
measures the effect of the common factors to commodity #; e;; is the idiosyncratic component
which is assumed to be non-pervasive and weakly correlated across commodities. The common
factors f; and the idiosyncratic component e;; are uncorrelated at all leads and lags. Note
that if \; is similar across commodities, then f; has a limited impact on relative prices. We

model the common factors as following an autoregressive process of finite-order:

A(L) fr = u (2)

where A (L)=1— AL — ... ApLP an (r x r) filter of finite length p with roots outside the

unit circle, and u; is a Gaussian white noise, us ~ i.i.d N (0, I,.).

The idiosyncratic errors are modeled with a block factor structure which represents a parsi-
moniuos way to model the local correlation among idiosyncratic components. This implies
decomposing e;; into factors that are specific to groups or blocks of commodities and a purely

idiosyncratic component:
K

€t = Z Yijgjt + Vit (3)
j=1
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#0 ifi€j

0 otherwise

Yij =

where gj; is (an rp-dimensional vector) of block-factors; 7ij are block-factor loadings and wvj
is the purely idiosyncratic disturbance. The block factors g;; and the purely idiosyncratic

component v;; are assumed to follow an autoregressive process of finite-order:

gjt = @jgjt—1 + wj (4)

Vit = PiVit—1 + Eit (5)

with wji~i.i.d N (0,1) and ej~i.i.d N (0,02).

Notice that we have assumed the block factors to be uncorrelated. This implies that
while commodities in the same market can be correlated due complementarities or common
technology shocks, commodity-specific shocks cannot spillover to other commodity markets.
The assumption is consistent with the evidence that the pass-through from shocks to the price
of crude oil to other commodities is limited (Baumeister and Kilian (2014)).

Principal components are obtained as a special case of our estimates, under the following

assumptions:

vij = 0,1, 7
pPi = O,Vi
Ui2 =0o,Vi

Maximum likelihood estimation is implemented using the Expectation Maximization (EM)
algorithm as in Doz et al. (2012). The algorithm consists of two steps. In the first step
(M-step), the algorithm is initialised by computing principal components and the model pa-
rameters are estimated by OLS regression treating the principal components as if they were
the true common factors. This is a reasonable initialisation since principal components have
been proved to be an asymptotically consistent estimator of the true common factors when
the cross-section dimension is large (see, Forni et al. (2000), Stock and Watson (2002a, 2002b)
and Bai (2003)). Once we have estimated parameters, the second step consists in updating
the estimate of the common factors by using the Kalman smoother. If we stop here, we get the
two-step estimates of the common factors studied by Doz et al. (2011). Maximum likelihood
is obtained by iterating the two steps until convergence, taking at each step into account the
uncertainty related to the fact that factors are estimated.

It is worth noting that in order to keep the number of parameters limited, we have assumed

a parsimonious parameterisation of the idiosyncratic dynamics. However, Doz et al. (2012)
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have shown that under the approximate factor structure (i.e. pervasive factors and limited
cross-sectional correlation among idiosyncratic components), maximum-likelihood estimates
of the model are robust to misspecification of the cross-sectional and time series correlation
of the idiosyncratic components. Moreover, the estimates have been shown to be robust also
to non gaussianity. In this respect, the estimator is a quasi-maximum likelihood estimator in
the sense of White (1982).

A growing body of research has applied the quasi-maximum likelihood estimator to extract
common factors from large cross-sections for a variety of empirical applications. For instance,
this method has become a popular tool for now-casting (see, for surveys, Banbura, Giannone
and Reichlin (2011), Banbura, Giannone, Modugno and Reichlin (2013) and recently, Luciani
(2014)). Banbura, Giannone and Lenza (2015) applied this approach to perform conditional
forecasts and scenario analyses; Brave and Butters (2011) constructed a high-frequency indi-
cator of national financial conditions published by the Federal Reserve Bank of Chicago. This
method has also been used for structural analyses, as done, for example, in Reis and Watson
(2010) and Luciani (2015).

2.3 How many factors?

We begin our analysis by estimating common and block-specific components using likelihood-
based methods described in the previous section. Note that the factor estimates are computed
using the commodity returns in x; which excludes the higher level aggregates represented by
the commodity indices. In this way, we avoid introducing - by construction - collinearity in
the panel data since commodity indices are linear combinations of commodity prices.

We determine the number of blocks to include in the model by following the structure of
our database. In macroeconometrics, data are typically organised either by country, sectoral
origin or economic concept, therefore the empirical literature on factor models has mostly
looked at the composition of the data set to have guidance on the extraction of the blocks. For
instance, Forni and Reichlin (2001) distinguish between European and national components to
study the potential degree of output stabilization deriving from federal policies; using Bayesian
estimation methods, Kose, Otrok, and Whiteman (2003) study the sources of the international
business cycle by extracting world, country and regional components; Banbura, Giannone and
Reichlin (2011) use blocks of nominal and real variables for the purpose of nowcasting real
economic activity; Miranda-Agrippino and Rey (2015) decompose fluctuations in risky assets
into global, regional and asset-specific components. Like these papers, we extract local factors
that reflect the composition of the panel data which in our case is based on different categories
of commodities (see, Table 1). As a result, we extract two main block factors (fuel and non-
fuel), two sub-block factors (food and beverages and industrial inputs) and finally, five group
factors (food, beverages, agricultural raw materials, metals and oil).

To determine the optimal number of common factors from the observed data, we take
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into account the trade-off between the goodness-of-fit and the loss in parsimony that arises
from increasing the number of factors. In order to do so, we use a modified version of the
information criterion in Bai and Ng (2002). These authors derive a penalty function to select
the optimal number of factors in approximate factor models when factors are estimated by
principal components. Nevertheless, the statistical approach of Bai and Ng (2002) can be
extended to any consistent estimator of the factors provided that the penalty function is
derived from the correct convergence rate. For the quasi-maximum likelihood estimator used
in this paper, Doz et al. (2012) show that the convergence rate for the factor estimates is
given by C*2, = min {\/T, (n/(log(n))}. Hence, a modified version of the Bai and Ng (2002)

n

information criterion (IC) is given by:

IC*(r) = log(V (r, F(y))) + rg(n, T), g(n,T) = ((log(C37)) /(C7))

where 7 is the number of common factors, 7" is the number of sample observations, F{,) denotes
the estimated factors, V(r, F{,)) is the sum of squared idiosyncratic components divided by
nT and finally, g(n,T) represents the penalty function for over-fitting.? For our panel data,
the statistics in Table 3 selects the model with one common factor since this provides the
smallest value of the IC statistics. From here on, we will refer to this single common factor

in commodity prices as the global factor.

2.4 Empirical results
The Global Factor

The global factor estimated over the full sample is shown in Figure 1 along with the IMF
global index of commodity prices. The latter is a linear combination of commodity prices with
weights given by trade values. While cross-sectional averages, such as the IMF index, tend
to approximate well the global factor in case of limited cross-correlation among idiosyncratic
disturbances (see, for instance Forni and Reichlin, (1998)), in practical applications, simple
averages may have a substantial component of noise arising from the idiosyncratic component.
As Figure 1 illustrates, the global factor and the IMF broad index of commodity prices
resemble each other,? but their second-order properties appear different. A visual inspection
of the two series suggests that while the broad index of commodity prices is characterised by
swift fluctuations, for instance those associated with the oil price shocks in the early 1990s,
the global factor is a smoother and more persistent series.

Particular attention should clearly be paid to what the global factor captures. A natural

conjecture is that the global factor, being a pervasive shock affecting a large cross-section of

2The information criterion has been recently applied to the quasi-maximum likelihood estimator by Coroneo et
al (2016).
3The correlation coefficient between the two series is 0.63.
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commodity prices, might capture shifts in the demand for commodities associated with the
global business cycle. In fact, as the global economy expands, so does demand for a broad
group of commodities, directly via the impact on industrial commodities and indirectly via
general equilibrium effects. Barsky and Kilian (2002) argued that broad-based variations in
commodity prices are consistent with the evidence of shift in demand driven by macroeco-
nomic conditions. If so, one would expect the global factor to have homogenous effects on
all commodity markets and therefore, limited effects on relative prices. This is confirmed by
the evidence in Figure 2 that shows that the factor loadings associated with the global factor
are mostly positive. Since stronger economic activity is associated with higher commodity
prices, it is not surprising that the global factor is also strongly correlated with indicators of
global real economic activity. To illustrate this, Figure 3 shows the global factor along with
the Kilian’s (2009) index of economic activity. This measure, based on percentage changes of
dry cargo ocean freight rates, has been developed to capture shifts in the demand for indus-
trial commodities associated with periods of high and low real economic activity. In order to
make the comparison meaningful, the global factor is expressed here in year-on-year growth
rates. As Figure 3 shows, the two indices are positively correlated and follow the major ex-
pansion and contraction phases in the international business cycle over the period considered
with the largest declines following recession periods. For example, both measures capture the
fast macroeconomic expansion that characterised the world economy and, in particular some
emerging market economies, since the earlier 2000s. Moreover, both the global factor and the
Kilian’s index declined in the second half of 2014, suggesting a weakening in global economic
activity which is then reflected in the subsequent decline in the price of oil. Likewise, Figure
4 shows that the global factor is also strongly correlated with monthly indicators of indus-
trial production. As noted by Kilian (2017), the common factors or broad-based indices of
commodity prices are actually leading indicators with respect to global industrial production,
which makes the global factor a suitable real-time indicator of to estimate aggregate demand
pressures in structural models.

To gauge the extent to which the global factor is related to fluctuations in oil prices, Figure
5 shows the global factor with the growth rate of the price of Brent crude oil together with
estimates of global demand and supply of oil. Three observations can be made. First, the
correlation between the global factor and oil prices is only mildly positive over the full sample
but the correlation between the two series has increased substantially since the last decade.
Second, both the global factor and the price of oil are positively correlated with measures
of world consumption of oil. Third, the spikes in the price of oil that coincided with some
exogenous events in the oil market, such as the Persian Gulf War and the Venezuela crisis
which was followed by the Iraq invasion in 2003, are not associated with similar variations in
the global factor. Rather, these appear to be associated with important negative changes in

the supply of oil.
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As a robustness check, we estimate the model using real commodity prices (i.e. deflated
by the US CPI). The resulting global factor (as shown in Figure 6) does not appear to be
particularly sensitive to this transformation. However, this might reflect the fact that our

sample does not include high inflation periods, such as the Great inflation of the 70s.

Sources of commodity price fluctuations

In this section we study the relative importance of global and block-specific factors in explain-
ing commodity price fluctuations. For expository purposes, we also compute a model-based
variance decomposition for the commodity indices in our dataset.* Table 4 and 5 report in
the first column the share of the variance of commodity prices and indices that is explained by
the global factor. The remaning columns show the share of the variance explained by block-
specific factors and the purely idiosyncratic component. The global factor explains more than
two-third of the variations of the index of non-fuel commodities. This stems from the fact
that a large fraction of the variance of food commodities and metals is captured by the global
factor. In particular, the global factor explains almost half of the variations in soybean and
soybean oil, 40 percent of sunflower oil and about one-third of copper and palm oil price vari-
ations. The strong common component in the price of these commodities and in particular
copper, explain why researchers had used changes in the price of copper or broad index of
non-fuel commodity price in effort of isolating global demand components (Kilian and Lewis
(2011) and Hamilton (2014)). The bulk of the fluctuations in beverages, agricultural raw
materials and fuel prices is instead mostly captured by block-specific factors. Nevertheless,
the global factor explains about 20 percent of oil price fluctuations on average over the sample
considered. Given the large weight attributed to oil prices in the IMF index, the fuel-specific
factor explains most of the variance of the overall IMF index of commodity prices. One-third
of its fluctuations are instead driven by the global factor.

To check the robustness of these results, we include a second global factor in the model.
The results shown in Figure 7 and 8 indicate that the second common factor explains a very
small share of the variance of commodity prices on average. This fraction is small enough to

reinforce the evidence provided by the IC statistic about the presence of a single global factor.

Sub-sample analysis

The analysis over the full sample might mask some important changes that might have hap-
pened in the commodity markets, in particular, since the start of the commodity price boom in
mid-2003. In Figure 9, we report the model-based variance decomposition for all the commod-

ity price indices over two sub-samples. We use 2003 as a break date in line with the observed

“Let y; be an m-dimensional vector of commodity indices and W be a given (m x n) matrix of weights used to
compute the indices, then the variance-covariance matrix of y; is X, = WAMX AW 4+ WX W/ where X and 3.
are the variance-covariance matrices of the factors and idiosyncratic components, respectively.
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increase in commodity prices. The subsample analysis confirms that the global factor ex-
plains an important fraction of the variation of non-fuel commodities before the 2000s while
it has little explanatory power for oil and other fuel-commodities. Indeed, block-specific and
idiosyncratic components account for the whole variation in oil prices in the first sub-sample.
This evidence suggests that commodity-specific shocks were, on average, a more important
determinant of the price of oil than global demand shocks in the first part of the sample. The
structural VAR analysis in Kilian and Murphy (2014) supports this interpretation showing
that key historical events in the oil market over this period, such as the collapse of the OPEC
cartel in 1986, the Gulf war in 1990-91 and the Venezuela crisis in 2002, mostly reflected
shocks to the speculative demand of oil together with supply shifts. The model-based vari-
ance decomposition estimated over the second sub-sample indicates that the importance of
the global factor has increased since 2003. The increase is remarkable for oil and metals for
which the share of the variance explained by the global factor raised to 40 and 60 percent,
respectively. As a result, the share of the variance of the IMF index that can be attributed
to the global factor has also increased from less than 10 percent to 60 percent in the period

starting from 2003.

Historical decompositions of commodity price changes

As sustained changes in the global factor tend to be indicative of aggregate demand pressures,
our factor-structure approach, although it is not structural in nature, allows to disentagle com-
modity price fluctuations that are driven by demand shifts associated to the global business
cycle from those that are commodity-specific, such as supply-driven fluctuations. Commodity-
specific shocks are unlikely to spill over all other commodities and their effects are likely to
be confined to their specific market or to markets of commodities in their category. In our
model their effects will not show up in the common component but on the idiosycratic and
block-specific factors. As discussed in previous sections, it is important to note that a clear
advantage of the block structure is that there is no need to carefully select the commodities
that enter the factor model as practiced in Alquist and Coibion (2014) and discussed in Kilian
(2017). In order to keep the panel balanced and avoid that some categories are over repre-
sented, which could bias the estimates of the factors toward some markets, Alquist ad Coibion
(2014) extract a common factor from a restricted group of commodities that are supposedly
unrelated. Rather than selecting the variables before estimation, our approach uses a block
structure to mitigate this issue.

In addition, local factors can be confused with global variations in absence of a block struc-
ture. To illustrate this, we compare the estimated global and block factors of our benchmark
specification (M) with three common factors extracted from a factor model where the local
correlation among idiosyncratic components (M2) is not modelled. Figure 10 shows that the

first common factors of the two models are very much alike, the second common factor in
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My is akin to the first block component (Non-Fuel) in Mj, while the third factor of My is
highly correlated with the Fuel block in M; and, to some extent, with the Food and Beverages
sub-block.

In what follows we review a few key historical episodes of commodity price variations in
our sample through the lenses of our model. Although the model allows the analysis of a large
panel of commodity prices, we focus on an arbitrary small number of commodities with large
trading volume for reasons of space. An important event in the commodity market was the
run-up in commodity prices from 2003 to mid-2008. There is a widespread agreement that
the fast economic expansion that characterized emerging market economies, and in particular
China, caused the surge in commodity prices (see, Hamilton (2009), Kilian and Hicks (2013)
and Aarsveit et al. (2014)). Figure 11 presents the historical decomposition of Brent crude
oil, copper, nickel and corn, showing cumulative changes at each point in time from January
2000 to July 2008. The decomposition of the price of oil in the upper panel of the chart
indicates that the cumulative effect of shifts in the global factor largely explains the oil price
surge since 2003 while the fuel-specific component had a smaller role. This result is consistent
with estimates from empirical models of the global oil market, which attributed the bulk of
the cumulative increase in the price of oil to global demand shocks (Kilian (2009), Baumeister
and Peersman (2013), Kilian and Murphy (2014). Fuel-specific components were instead
important to explain the increase in the price of oil in the early 2000s, in line with previous
estimates. As the remaining panels of Figure 11 indicate, the global factor is by far the most
important determinant of the surge in non-fuel commodity prices since 2003, suggesting that
commodity prices responded to the same economic fundamentals.

A different view expressed by some observers and by a few studies in the financial literature
(Tang and Xiong (2012)), has associated the across-the-board surge in commodity prices in
2003-2008 with the growing participation of financial speculators in commodity markets at the
beginning of the 2000s. A large body of research, however, has provided compelling evidence
that financial speculation did not have an effect on commodity prices (Kilian and Murphy
(2014), Kilian and Lee (2014), Juvenal and Petrella (2014)). For a survey of this literature,
the reader is referred to Fattouh, Kilian and Mahadeva (2013).

Figure 12 looks at four historical episodes in the oil market. The first two events refer
to the oil price fall that followed the collapse of the OPEC cartel in late 1985 and the oil
price spike that occurred in response to the Iraqi invasion of Kuwait in 1990. These can be
viewed as examples of price variations that are driven by factors specific to the oil market and
unrelated to changes in macroeconomic conditions. The historical decomposition shows that,
in both episodes, fuel-specific factors were the main underlying sources of oil price changes that
occurred before the 2000s, while the global factor had clearly no role (Figure 12, panel 1 and
2). This is consistent with evidence from structural models of the oil market that showed that

shifts in the inventory demand and in the supply of oil were the most important determinant
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of the oil price in both episodes. Differently from these earlier events, the deep fall in the
price of oil which started in mid-2008 as a result of the contraction in world economic activity
is mostly explained by the global factor, as shown in the third panel of Figure 12. There is
also evidence that oil-specific component exerted further downward pressures on the price of
oil since the end of 2008. Finally, the last panel of Figure 12 investigates the oil price fall that
started in the second half of 2014. In a first initial assessment, Baumeister and Kilian (2016)
find that global demand was the main cause of the oil price decline from June to December
2014. We find that while the global factor explains most of the initial oil price fall, cumulated
changes in the fuel-specific component explained most of the variations since the end of 2014.
Thus, the model attributes about one-third of the oil price fall from June 2014 to December
2015 to the global factor. The increasing relevance of fuel-specific components since the end
of 2014 coincides with the decision of OPEC in November 2014 to hold production unchanged
in order to put downward pressures on prices. The empirical findings in Baffes et al. (2015)

and Groen and Russo (2015) appear to be consistent with ours.

3 Predictive content of the global factor

A growing empirical literature has used factor models estimated on panels of commodity
prices for forecasting purposes. Common factors have been used to forecast commodity prices
themselves (see, e.g., West and Wong (2014) and Poncela et al. (2015)) or other macro-
variables such as inflation (Gospodinov and Ng (2013)). Other empirical studies have instead
investigated whether macroeconomic and financial data have predictive power for commodity
prices (see, e.g. Chen, Rogoff and Rossi (2012), Groen and Pesenti (2011)). Focusing on the
price of o0il, a strand of the literature has found that proxies of global demand have predictive
power for commodity prices (see, Baumeister and Kilian (2012)). Similarly, changes in the
spot price of industrial raw materials have been proved to improve the forecast of the price of
oil, as those price changes are more likely to capture shifts in the global demand for industrial
commodities (see, Alquist, Kilian and Vigfusson (2013)).

In this section we perform an out-of-sample validation of the model to verify the robust-
ness of the modelling strategy. To this end, starting from January 2001, we estimate the
model on a rolling window of 20 years of past data and compute out-of-sample forecasts of
commodity prices each month from February 2001 to December 2015. The h-step ahead fore-
casts for individual commodity prices are iterated from the state-space representation using
the Kalman filter while forecasts for aggregate commodity indices are computed as averages

of the individual commodity price forecasts, weighted using their trade weights.? After com-

5For each series, the variable that is predicted is: Xht+h =100 x In(X; t+n/Xi).- The model is parameterised
as in the previous sections, i.e. a single global factor, one (block) factor for each group and category of commodity
prices and one lag in the factor VAR. As a robustness check, the forecasting results are also provided for a model
specification with two global factors.
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puting the sequence of the out-of-sample forecast error loss differences between the model and
a naive benchmark (i.e. a constant growth model), we calculate the average loss difference
as well as rolling average losses along the lines of Giacomini and Rossi’s (2010) fluctuation
test. This test, which is useful to study the forecasting performance of a model in a unstable
environment, is based on the difference between the mean squared forecast error (MSFE) of
the candidate model and the benchmark, smoothed over time with a centered rolling window
of fixed size. The statistical significance of the relative performance of the model against the
benchmark is then tested at each point in time using the Diebold and Mariano’s (1995) test
of equal predictive accuracy.

The main results of the out-of-sample forecasting exercise can be summarised as follows.
First, we observe that the model performs well in predicting commodity prices and indices,
especially at short horizons. At h = 1, the model outperforms the benchmark with gains in
accuracy that range from 18% for the non-fuel index to 12% for the fuel-index (Table 6). The
forecasts of disaggregated commodity prices in Table 7 indicate that the model provides the
largest accuracy gains for food and metals (for instance, copper (19%), rice (19%), poultry
(46%), cotton (17%) and aluminium (12%)). However, at h = 1, the reduction in MSFE is
also marked for oil prices for which gains range between 9% and 12%. Second, the predictive
performance deteriorates progressively over longer horizons and at h = 12, we cannot reject the
hypothesis of equal predictive performance between the model and the benchmark. Finally,
we find that the predictive ability of the model has changed over time. The evolution of the
rolling relative MSFE in Figure 13 indicates that the predictability of oil and other energy
commodities increased markedly in the second half of the 2000s. Indeed, from 2007 to 2011,
the MSFE of the factor model improved substantially compared to the benchmark. However,
given the high level of volatility, the test cannot reject the null of equal predictive accuracy.
The finding of a greater predictive performance during the Great Recession is consistent with
previous results showing that, for macroeconomic and financial variables, downturn periods

are characterised by an increased co-movement (see, e.g. D’Agostino and Giannone (2012)).

4 Concluding remarks

We studied the co-movement in international commodity returns by analyzing a broad range
of commodities, which are representative of the global market. Results indicate that the
clear co-movement is not only as strong as already documented by Pindyck and Rotemberg’s
(1990) but also strengthening since the 2000s. Contrary to earlier studies, we find that the
co-movement is neither excessive nor puzzling, as it is driven by a pervasive factor that is
strongly related to measures of global economic activity, suggesting a close link with demand

determinants.
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Figure 1: The global factor
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Note: The top panel of the figure shows the estimated global factor (blue line) and the IMF overall index
of commodity prices (Grey line).
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Figure 3: The global factor and the Kilian’s index of economic activity
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Note: The figure plots the global factor (blue line), extracted from real commodity prices and expressed
in year-on-year growth rates, and the Kilian’s (2009) index of real economic activity (red line).
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Figure 4: The global factor and industrial production indices

50 T T T T T 20
Global Factor
World IP
---------- Adv IP
— — —-EMEs IP
40
.50 1 1 1 | 1 -20
1990 1995 2000 2005 2010 2015

Note: The figure plots the estimated global factor (blue line) extracted from real commodity prices and
measures of industrial production in selected areas as provided by the CPB Netherlands Bureau for
Economic Policy Analysis. All variables are expressed in year-on-year growth rates.
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Figure 5: Oil and the Global Factor

200 T T P T T T 100
i Venezuela crisis and Irag’invation
Persian Gulf War Arab Spiing
oF ' 10
Opec collapse
Brent oil price
Global Factor
‘200 1 1 1 1 1 1 L _1 00
1980 1985 1990 1995 2000 2005 2010 2015
200 I I 1 I I ] I 10
0 —H0
Brent oil price
World Oil Consumption
_200 L L 1 1 L 1 1 _10
1980 1985 1990 1995 2000 2005 2010 2015
200 I I I 1 I I T 20
0r -0
Brent oil price
= T World Oil Supply . : : ; . 2
1980 1985 1990 1995 2000 2005 2010 2015

Note: All variables are expressed in year-on-year growth rates. Estimates for the world oil consumption
are taken from Short-Term Energy Outlook of the Energy Information Administration (EIA) while the
world crude oil production is taken from the Monthly Energy Review of ETA. The vertical bars represent
periods of widespread economic slowdown. In particular, we include the early 1980s and 1990s recessions,
the Asian financial crisis of 1997-1998, the recession that followed the bursting of the dot-com bubble in
the 2000s, the Great Recession and, finally, the latest euro area recession starting in the third quarter of
2011.
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Figure 6: The global factor extracted from real commodity prices
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Note: The upper panel of the figure reports the estimated global factor extracted from real com-
modity prices (US CPI deflated). The lower panel reports the nominal and the real global factor

expressed in year-on-year growth rates.

ECB Working Paper Series No 2112 / November 2017



Figure 7: Variance explained by the first two global factors
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Figure 8: Variance explained by the first two global factors
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Figure 9: Variance decomposition: sub-sample analysis
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Note: The figure reports the variance decomposition of commodity price indices over two sub-samples. The
share of the variance explained by the global factor is captured by the blue bar while the Grey bar is the
percentage of the variance explained by block-specific and idiosyncratic components. The first subsample

goes from Jan. 1981 to Dec. 2002 while the second goes from Jan. 2003 to Dec. 2015.
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Figure 10: Block factors and weak common factors
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Note: The figure compares the the estimated global and block factors (Non-Fuel and Fuel) of our bench-
mark specification (M;) with the first three common factors extracted from a factor model without block
structure (Ma).

ECB Working Paper Series No 2112 / November 2017 30



Figure 11: Historical decompositions of commodity prices
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Note: The figure reports the historical decomposition of the price for a selected group of energy, metal
and food commodities, showing the cumulative effects at each point in time of global (blue), block-specific
(red) and idiosyncratic (Grey) shocks from January 2000 to July 2008.
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Figure 12: Historical decompositions of the price of oil in selected episodes
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Note: The figure presents the historical decomposition of the price of oil, showing the cumulative effects
at each point in time of global (blue), block-specific (red) and idiosyncratic shocks (Grey) during four
historical episodes of large oil price variations.
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Figure 13: Time-varying predictability
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Table 1: Structure of the database

Global Blocks Sub-blocks Groups N. Series
All commodities 52
(PALLFNF)
100.0
Non-Fuel 45
(PNFUEL)
36.9
Food & Beverages 28
(FFOBEV)
18.5
Food 24
(PFOOD)
16.7
Beverages 4
(PBEV)
1.8
Industrial Inputs 17
(PINDU)
18.4
Agricultural Raw Materials 9
(PAGR)
7.7
Metals 8
(PMET)
10.7
Energy 7
(PNRG)
63.1 Oil 3
(POILAPSP)
53.6

Note: The data set includes one main index for all commodity prices and 9 sub-indices representing

different levels of aggregation. The weights reported in the table represent the share of each sub-index in
the overall index of commodity prices.
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Table 3: Model Selection

Number of global factors

r=1 r=2 r=3 r=4 r=5

IC*
log(V)

11.77 11.92 12.07 12.26 1241
11.57 11.53 11.48 11.47 11.43
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Table 5: Variance decomposition of commodity prices

Commodity prices Global Non-Fuel Food- Food Bev. Ind. Agric. Metals Fuel Oil Idiosyncratic
Bewv. Inputs Raw Mat.
Aluminium 23.6 7.4 - - - 3.4 - 0.5 - - 65.1
Bananas 0.4 0.3 1 1.2 - - - - - - 96.9
Barley 21.6 0.1 8 0.01 - - - - - - 70.0
Beef 0.8 1 0.5 0.4 - - - - - - 97.7
Coal 16.7 - - - - - - - 0.5 - 82.8
Cocoa 4.4 0.3 2.4 - 4.0 - - - - - 88.9
Coffee Arabica 5.2 0.7 0.1 - 67.3 - - - - - 26.7
Coffee Robusta 6.4 0.5 0.1 - 70.1 - - - - - 22.9
Rapeseed Oil 15.2 0.2 0.01 0.04 - - - - - - 84.5
Copper 30.8 9.4 - - - 1.4 - 6.2 - - 52.2
Cotton 13.7 0.4 - - - 0.2 2.1 - - - 83.6
Fish meal 4.3 1 4.1 2.7 - - - - - - 87.9
Peanuts 1.1 0.8 20.3 8.0 - - - - - - 69.8
Hides 3.7 0.6 - - - 15.2 32.2 - - - 48.3
Iron ore 2.6 11.1 - - - 3.3 - 77.0 - - 6.0
Lamb 6.7 1.1 9.3 0.2 - - - - - - 82.7
Lead 18.9 3.9 - - - 1.3 - 1.7 - - 74.3
Soft logs 1.1 0 - - - 3.3 1.1 - - - 94.2
Hard logs 0.7 0 - - - 54.1 4.3 - - - 40.9
Maize 23.0 0.9 21 0.4 - - - - - - 55.0
EU Natural gas 0.0 - - - - - - - 5.7 - 94.3
JP Natural gas 1.3 - - - - - - - 0.4 - 98.3
US Natural gas 1.6 - - - - - - - 1.0 - 97.4
Nickel 19.2 10.1 - - - 1.8 - 0.8 - - 68.1
Brent oil 17.0 - - - - - - - 78.1 0.4 4.5
Dubai oil 17.6 - - - - - - - 77.0 2.0 3.3
WTI oil 16.1 - - - - - - - 77.2 5 1.3
Olive oil 2.7 2.8 10.1 0.4 - - - - - - 84.0
Oranges 0.6 0 1 0.8 - - - - - - 97.6
Palm oil 28.7 0.3 2.3 0.05 - - - - - - 68.6
Pork 0.4 0.01 0.2 0.0 - - - - - - 99.4
Poultry 0.0 1 3 0.9 - - - - - - 95.8
Rice 2.7 1.6 3.4 0.02 - - - - - - 92.4
Rubber 22.1 2.8 - - - 0.01 0.7 - - - 74.4
Salmon 6.0 1.5 2.8 0.06 - - - - - - 89.7
Hard Sawnwood 2.7 0.1 - - - 47.1 3.4 - - - 46.7
Soft Sawnwood 0.0 0.0 - - - 3.1 0.9 - - - 96.0
Shrimp 0.4 0.0 0.1 23.8 - - - - - - 75.8
Soybean meal 28.6 0.3 38 0.1 - - - - - - 33.2
Soybean oil 45.9 1.0 13 0.0 - - - - - - 39.6
Soybeans 48.7 0.8 38 0.2 - - - - - - 12.2
EU sugar 10.1 2.7 8.4 0.2 - - - - - - 78.5
Sugar 4.6 0.0 1 0.9 - - - - - - 93.8
US sugar 3.1 0 0.8 1.3 - - - - - - 94.8
Sunflower oil 40.1 43 9.9 0.1 - - - - - - 6.5
Tea 0.9 0.4 0.3 - 1 - - - - - 97.6
Tin 21.9 2.0 - - - 0.4 - 2.0 - - 73.7
Uranium 1.8 0.0 - - - 0.01 - 1.1 - - 97.1
Wheat 17.1 0.2 10.1 0.5 - - - - - - 72.0
Coarse wool 13.0 4.1 - - - 1.0 2.1 - - - 79.9
Fine wool 10.4 3 - - - 0.0 4.7 - - - 81.9
Zinc 18.6 10.7 - - - 3.1 - 3.0 - - 64.6

Note: The table reports the model-based variance decomposition of commodity prices estimated over the sample
January 1981 - December 2015.
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Table 6: Out-of-sample forecasting performance

Indices

All commodities

Non-fuel

Food and Beverages

Food

Beverages

Industrial Inputs
Agricultural Raw Materials
Metals

Energy

0Oil

h=1

h=12

RMSE Relative MSE RMSE Relative MSE
Benchmark r=1 r=2 Benchmark r—1 r=2
5.22 0.84* 0.85* 24.98 1.05 1.06
3.06 0.82*%*  (.84* 15.21 1.11 1.11
3.19 0.85**  (0.85** 14.27 1.09%* 1.09**
3.30 0.85**  (0.85%* 14.64 1.11%%* 1 11%%*
4.19 0.97 0.96 17.67 1.04 1.04
3.92 0.83** .86 20.65 1.01 1.01
3.12 0.81%*  (.81%* 14.71 0.98%* 0.98
5.05 0.88 0.95 26.15 1.04 1.04
7.33 0.88 0.89 32.57 1.05 1.05
8.55 0.88 0.89 35.68 1.01 1.01

Note: The table shows the root mean forecast error (RMSE) of a benchmark model, i.e. a constant growth
model and the MSE of the candidate forecasting model relative to the benchmark. A ratio smaller than 1
indicates that the factor model forecasts are on average more accurate. (*), (**) and (***) indicate rejection
of the null of equal predictive accuracy at the 10%, 5% and 1% level based on the Diebold and Mariano (1995)
statistic. The model estimation is rolling using a fixed window of 20 years and the estimation starts in 2001:1.
The evaluation period goes from 2001:2 to 2015:12. As robustness check, the table also displays the relative

MSE for a model specification with two global factors.
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Table 7: Out-of-sample forecasting performance

h=1 h=12

RMSE Relative MSE RMSE Relative MSE
Commodity prices Benchmark r=1 r=2 Benchmark r=1 r=2
Aluminium 5.14 0.89 0.88 22.10 1.03 1.03
Bananas 11.61 0.99 1.00 22.69 1.00 1.00
Barley 6.49 0.89 * 0.90 27.69 1.01 1.01
Beef 4.52 0.94 * 0.94 * 16.08 1.00 1.00
Coal 7.06 0.85 * 0.85 * 37.41 1.02 1.02
Cocoa 6.05 0.98 0.98 23.34 1.04 1.04
Coffee Arabica 6.51 0.99 0.99 28.24 0.98 0.98
Coffee Robusta 5.91 0.98 0.98 26.51 0.97%* 0.97%*
Rapeseed Oil 5.75 0.84 ** 0.85 ** 27.12 0.98 0.98
Copper 7.05 0.82 * 0.81 * 32.63 1.05 1.05
Cotton 6.32 0.83 ** 0.83 ** 32.30 0.98 * 0.98 *
Fish meal 4.88 0.88 *** 0.87 *** 22.02 1.04 1.05
Peanuts 4.91 1.09 1.10 27.16 1.06 1.06
Hides 6.87 0.94 0.95 25.77 1.04 1.04
Iron ore 8.77 1.88 *** 378 *** 35.50 3.12 ¥*% 3,12 **¥*
Lamb 3.44 0.88 ** 0.87 ** 17.87 1.00 1.00
Lead 7.99 0.96 0.96 36.88 1.03 1.03
Soft logs 6.64 0.86 ** 0.86 ** 13.24 1.02 1.02
Hard logs 3.15 0.88 *** (.88 *** 14.86 1.00 1.00
Maize 6.30 0.96 0.97 27.03 1.02 1.03
EU Natural gas 6.41 1.26 1.38 ** 34.63 1.44 1.47
JP Natural gas 7.13 0.98 0.98 29.33 1.00 1.00
US Natural gas 13.22 1.00 1.00 44.65 1.01 1.01
Nickel 8.99 0.92 0.91 42.67 1.05 1.05
Brent oil 8.97 0.90 0.91 36.18 1.00 1.01
Dubai oil 8.48 0.87 0.88 35.38 1.01 1.01
WTI oil 8.78 0.89 0.90 36.07 1.01 1.02
Olive oil 4.19 0.90 ** 0.90 ** 18.33 1.03 1.03
Oranges 12.05 0.96 0.97 23.08 1.13 *** 1.13 ***
Palm oil 7.83 0.92 0.92 32.21 1.04 1.04
Pork 9.14 0.98 0.98 23.38 0.99 0.99
Poultry 1.27 0.54 *** 0.54 *** 6.32 0.96 0.96
Rice 5.92 0.81 0.81 25.86 1.01 1.01
Rubber 8.27 0.89 * 0.90 * 37.20 1.00 1.00
Salmon 7.03 0.92 0.93 22.26 1.04 1.04
Hard Sawnwood 2.12 0.99 1.00 8.13 1.05** 1.05 *
Soft Sawnwood 5.72 0.91 0.91 10.04 0.96%* 0.96 **
Shrimp 5.00 0.98 0.99 20.98 1.00 1.00
Soybean meal 7.10 0.93 0.92 * 25.04 1.05 1.05
Soybean oil 6.06 0.91 0.91 27.67 1.02 1.02
Soybeans 6.51 0.91 * 0.90 * 26.61 1.03 1.03
EU sugar 2.15 0.86 0.86 * 9.67 1.06* 1.06 *
Sugar 7.71 0.97 0.97 30.31 1.04 1.04
US sugar 3.53 0.88 ** 0.88 ** 17.71 0.97 0.97
Sunflower oil 9.31 0.88 0.88 38.76 1.19 1.19
Tea 7.08 0.99 0.99 19.23 1.05 1.05
Tin 6.73 0.88%* 0.88 ** 33.83 1.00 1.00
Uranium 6.55 0.90 0.90 38.87 0.98 0.98
Wheat 7.41 0.96 0.96 29.83 1.05%* 1.05 *
Coarse wool 5.80 0.91%* 0.91 * 28.39 1.03 1.03
Fine wool 6.06 0.91%* 0.91 ** 25.82 1.04 1.04
Zinc 6.84 0.92 0.92 36.65 1.01 1.01

Note: The table shows the root mean forecast error (RMSE) of a benchmark model, i.e. a constant growth
model and the MSE of the candidate forecasting model relative to the benchmark. A ratio smaller than 1
indicates that the factor model forecasts are on average more accurate. (*), (**) and (***) indicate rejection
of the null of equal predictive accuracy at the 10%, 5% and 1% level based on the Diebold and Mariano (1995)
statistic. The model estimation is rolling using a fixed window of 20 years and the estimation starts in 2001:1.
The evaluation period goes from 2001:2 to 2015:12. As robustness check, the table also displays the relative
MSE for a model specification with two global factors.
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